
The Risks of Data Use : an ethical perspec5ve 

Introduc5on 

Risk, in the context of data, refers to the possibility of a nega7ve outcome arising from the collec7on, 
processing, and use of informa7on. These risks, which may include privacy viola7ons, algorithmic 
discrimina7on, and threats to autonomy, demand ethical scru7ny, par7cularly in public 
administra7on where data-driven systems directly impact ci7zens. From an ethical perspec7ve, risk 
can be approached through different lenses. A consequen7alist perspec7ve evaluates risk by focusing 
on the outcomes of ac7ons, emphasizing the importance of minimizing harm and ensuring equitable 
benefits. This approach prompts an analysis of how data systems influence individuals and 
communi7es, both posi7vely and nega7vely. 

In contrast, Kan7an ethics centers on the inherent dignity of individuals, advoca7ng for respect for 
every person as a unique being with their own iden7ty and autonomy. In the context of data, this 
perspec7ve underscores the ethical obliga7on to treat individuals as ends in themselves rather than 
as mere means to an organiza7onal goal. These dual perspec7ves—thinking about consequences and 
respec7ng human dignity—are essen7al for understanding the ethical dimensions of risk in data 
systems. 

Luciano Floridi’s concept of the infosphere adds another layer of complexity to this analysis. The 
infosphere represents the interconnected environment of digital and physical reali7es where 
individuals, as informa7onal organisms (inforgs), interact with data systems that shape their 
autonomy and societal roles (Floridi, 2014). This integra7on of digital and physical spheres amplifies 
the ethical stakes, as risks in data systems affect not only individual users but also broader societal 
structures. By combining consequen7alist and Kan7an perspec7ves with Floridi’s insights, this sec7on 
aims to provide a comprehensive ethical analysis of risks in data systems, complemen7ng technical 
and organiza7onal considera7ons with a focus on fairness, transparency, and respect for autonomy. 

Privacy and Informa5onal Autonomy 

Privacy is a founda7onal principle in the ethical governance of data systems. It is not merely a maSer 
of confiden7ality or secrecy but encompasses broader concerns related to informa7onal autonomy. 
Informa7onal autonomy refers to the ability of individuals to maintain control over their personal 
data and how it is used to shape their iden7ty and interac7ons within society. Floridi emphasizes that 
privacy is a precondi7on for personal and societal well-being in the infosphere, as it allows individuals 
to define and protect their informa7onal boundaries (Floridi, 2014). 

The philosophical founda7ons of privacy have evolved over centuries, with roots in Aristotle’s 
dis7nc7on between the public and private spheres. In modern contexts, privacy is understood as 
both a spa7al and informa7onal concept. Spa7ally, it refers to the boundaries of private life, such as 
personal spaces and domes7c environments. Informa7onally, it pertains to the control over how 
personal data is collected, shared, and u7lized (Gharib & Mylopoulos, 2021). Ethical risks arise when 
municipali7es deploy technologies such as facial recogni7on systems or integrate sensi7ve data into 
centralized systems. These prac7ces oYen blur the boundaries between public and private life, 
undermining ci7zens' ability to manage their informa7onal autonomy. 

To address these risks, municipali7es must adopt ethical frameworks that priori7ze transparency, 
informed consent, and accountability. Floridi’s concept of soY ethics offers a pathway for achieving 



this by emphasizing the proac7ve embedding of ethical values into the design and governance of data 
systems. SoY ethics moves beyond mere legal compliance to ensure that privacy is respected as an 
essen7al human right and societal value (Floridi, 2018). 

Algorithmic Bias and Discrimina5on 

Algorithmic systems play a central role in public administra7on, from resource alloca7on to decision-
making in welfare programs. While these systems can improve efficiency, they oYen inherit and 
amplify biases embedded in their training data. Algorithmic bias occurs when historical inequi7es, 
societal stereotypes, or incomplete datasets shape algorithmic outputs, leading to discriminatory 
outcomes. These risks are par7cularly acute in systems that make high-stakes decisions about 
individuals, such as determining eligibility for social benefits or iden7fying individuals for law 
enforcement scru7ny. 

The Dutch childcare benefits scandal is a stark example of the consequences of algorithmic bias. In 
this case, biased algorithms flagged families for fraud based on discriminatory criteria, such as dual 
na7onality and foreign-sounding names. The impact was devasta7ng: thousands of families faced 
unjust accusa7ons, financial hardship, and emo7onal distress (Zuboff, 2019). This scandal not only 
exposed the technical flaws in the algorithm but also highlighted the ethical failures in its design and 
governance. 

Addressing algorithmic bias requires a mul7faceted approach. First, data systems must be designed 
with fairness as a core principle. This includes cura7ng diverse and representa7ve datasets to 
minimize the risk of bias. Second, regular audits of algorithms and their outputs are essen7al to 
iden7fy and rec7fy discriminatory paSerns (Floridi, 2018). Third, inclusive governance processes that 
involve diverse stakeholders can ensure that the values and needs of all communi7es are considered 
during the development and deployment of data systems. 

Floridi highlights that fairness and accountability are not op7onal in the governance of algorithmic 
systems. They are ethical impera7ves that ensure these systems serve the public good. Ethical 
frameworks must be embedded into the lifecycle of data systems to prevent harm, promote equity, 
and maintain public trust in government ins7tu7ons (Floridi, 2014). 

Autonomy and Manipula5on 

Autonomy is another cri7cal ethical dimension in the analysis of data risks. Autonomy refers to the 
capacity of individuals to make informed and independent decisions. However, data systems that rely 
on predic7ve analy7cs and behavioral targe7ng oYen undermine this capacity by influencing behavior 
in subtle but significant ways. These systems are designed to nudge individuals toward specific 
ac7ons, oYen without their awareness or consent. 

Harari highlights the manipula7ve poten7al of data-driven systems, par7cularly in contexts where 
they exploit personal informa7on to shape choices (Harari, 2018). For example, targeted adver7sing 
and behavioral interven7ons in public services may limit individuals’ ability to act freely by steering 
them toward predetermined outcomes. This raises ethical concerns about the transparency of such 
systems and the degree to which they respect the autonomy of their users. 

In the infosphere, autonomy is closely linked to the design and governance of data systems. Floridi 
argues that systems must be designed to empower individuals rather than constrain their agency. 



This involves providing ci7zens with meaningful choices, ensuring that systems operate transparently, 
and enabling individuals to understand and contest algorithmic decisions. Autonomy-preserving 
design is essen7al for ensuring that data systems do not merely op7mize for efficiency but also 
respect the values and preferences of the communi7es they serve (Floridi, 2014). 

Governance and Regulatory Standards 

Governance and regulatory frameworks are crucial for addressing the ethical risks associated with 
data systems. While laws such as the European Union’s General Data Protec7on Regula7on (GDPR) 
and the California Consumer Privacy Act (CCPA) provide baseline protec7ons for privacy and data 
security, they must be adapted to the unique contexts of municipali7es and local governments. These 
regula7ons empower individuals with rights over their personal data, including the ability to access, 
delete, and control its use (European Commission, 2019). However, their effec7veness depends on 
the extent to which local governments implement and enforce these protec7ons. 

Floridi’s concept of digital environmentalism underscores the importance of sustainable data 
prac7ces that preserve the integrity of the infosphere. This involves adop7ng governance models that 
integrate ethical principles such as fairness, transparency, and accountability into the design and 
management of data systems. By aligning with global standards while addressing local needs, 
municipali7es can ensure their data prac7ces reflect the values of the communi7es they serve 
(Floridi, 2014). 
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